
Enough With All The Raft







Replication Algorithms

1) Quorums

● Majority Quorums
● Paxos

2) Leaders

● Raft
● Multi-Paxos
● VSR

3) Reconfiguration

● Primary-Backup
● Chain Replication





"Raft is the Best!"

It’s best at… what?



https://transactional.blog/blog/
2024-data-replication-design-spectrum

Raft is Best!™

It’s best at…

● Latency?
● Throughput?
● Storage space?



Replicas 
Required for 

f=2

Storage 
Efficiency

Read Bandwidth 
Efficiency

Write Bandwidth 
Efficiency

Chance of 
Unavailability on 
Failure

Read 
Latency

Write 
Latency

Paxos
(Quorum)

5 20% 20% 20% 0% 1RTT 2RTT

PacificA 
(Reconfig)

3 33% 100% 16.7% 100% 1-2RTT 2RTT

Follower 
Reads 
(Raft)

5 20% 100% 5% 20% 1-2RTT 2RTT

It’s not though…



"Raft is better because Raft is Simple!"

It’s simpler than Multi-Paxos



On Complexity

1) Quorums

Hard: Large state 
space to test

Easy: Slow == Failed

2) Leaders

Hard: Large state 
space to test & Leader 
liveness

Easy:  N/A

3) Reconfiguration

Hard: Replica liveness

Easy: No error handling



"Raft is better than Reconfiguration because 
Reconfiguration has unavailability!"

No.



Timeout

Reconfigure

Raft1.



Primary-Backup1.

Timeout

Reconfigure



It’s always unavailable for someone…2.



Credit: https://bravenewgeek.com/everything-you-know-
about-latency-is-wrong/

3.



3. https://arxiv.org/abs/
2412.02792



Unlike pure quorum writes, Taurus log writes don’t need to 
land on specific Log Store nodes, so formula 1 is not 
applicable. The probability of the storage layer being 
unavailable for writes due to independent node failures is 
close to zero for a cluster of hundreds of nodes because if 
a chosen node is unavailable, any other node can be 
chosen instead. Individual node failures affect latency, as 
failed writes have to be retried with a different set of Log 
Store nodes, but they don’t affect availability.

3.



"Raft is better than Reconfiguration because 
Reconfiguration needs a consensus service!"

Yes: Kubernetes Coordination API,
S3, Dynamo, Postgres, etc.



https://www.microsoft.com/en-us/research/wp-content/
uploads/2008/02/tr-2008-25.pdf



"Raft is better than Quorums because 
Quorums livelock on contention!"

For consensus, mostly.



1. Stop serializing things which don’t need to be serialized



https://arxiv.org/abs/1802.07000

1.



Stop serializing commutative operations2.



https://mwhittaker.github.io/papers/html/o1986escrow.html

2.



3.

https://cwiki.apache.org/confluence/display/CASSANDRA/
CEP-15%3A+General+Purpose+Transactions



1) Quorums

Best For:

● Low Tail Latency

Fatal Flaw:

● High Contention 
Livelock

2) Leaders

Best For:

● None

Fatal Flaw:

● None

3) Reconfiguration

Best For:

● Cost Efficiency

Fatal Flaw:

● External 
Membership Service





Use the replication algorithm 
that best fits your use case



System Replication Type

Aurora Quorums
(With elected writer)

Socrates Blob Storage

PolarDB (PolarFS) Raft

Taurus Reconfiguration

Replication Comparison Reading:
Disaggregated OLTP

https://transactional.blog/notes-on/disaggregated-oltp


